


DELAWARE VALLEY TRUSTS
SAMPLE POLICY TEMPLATE
LOCAL GOVERNMENT ACCEPTABLE USE OF 
ARTIFICIAL INTELLIGENCE (AI) POLICY
Disclaimer and Scope of this Sample Policy 
This sample policy is intended for general information purposes only.  It should not be construed as legal advice or legal opinion regarding any specific or factual situation.  Always follow your organization’s internal policies and procedures as presented by your manager or supervisor. 
This sample policy is a template only and should be modified as necessary to meet the unique parameters of each organization.  Each public entity leader must determine what specific policy changes and employee training might be necessary. 
This sample policy addresses Artificial Intelligence (“AI”) tools with a focus on generative AI (“Gen AI”) services. Organizations that utilize or permit employees to access other forms of AI should ensure they have an appropriate policy governing such use, or they should consult with counsel to determine if such uses should be included as part of a policy based on this template.  
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I. [bookmark: purpose]Purpose 

Artificial intelligence (“AI”) refers to a machine-based system that can make predictions, recommendations, or decisions influencing real or virtual environments. Generative AI (“Gen AI”) is a prominent form of this technology, which is trained on large volumes of data to create text, pictures, audio, or video based on human questions and instructions or prompts. While Gen AI and other forms of AI have the potential to support the efforts of employees and other Workforce Members (defined below) in improving efficiency and reducing costs, the use of AI creates significant risks for (Insert Public Employer Name), its operations, and its residents. As new, relevant local government technologies arise, the (Insert Public Employer Name) often assesses the value that each can deliver. 
Accordingly, this AI Use Policy (“Policy”) sets forth rules and guidance for (Insert Public Employer Name) Workforce Members and business partners to support the responsible use of AI Tools (defined below). The (Insert Public Employer Name) is committed to encouraging the use of emerging technologies that promote progress and innovation, increase organizational performance and quality service delivery, and serve the public good while ensuring responsible, legal, and ethical use of such technologies. 
II. [bookmark: scope]Scope
This Policy applies to: (1) all employees, contractors, consultants, vendors, agents, temporary workers, volunteers, trainees, and other workers or persons under the direct control of (Insert Public Employer Name) (collectively, “Workforce Members”); and (2) all AI Tools accessed or used by Workforce Members of (Insert Public Employer Name). This Policy is created in conjunction with and supplements the [INSERT NAME OF GENERAL IT ACCEPTABLE USE POLICY, WHICH SHOULD BE MADE AVAILABLE VIA HYPERLINK IF AVAILABLE] of (Insert Public Employer Name).
More specifically, this Policy outlines:
0. The rules all Workforce Members must observe when using AI Tools, including but not limited to Gen AI Tools; 
0. The circumstances in which (Insert Public Employer Name) will monitor a Workforce Member’s use of AI Tools; and 
(ii) Actions (Insert Public Employer Name) will take if a Workforce Member violates this Policy.						
This Policy does not govern the development, implementation, and/or approval of new or other forms of AI that are not specifically identified in this Policy. Please note that this Policy does not form part of any contract of employment with (Insert Public Employer Name) and (Insert Public Employer Name) may amend it at any time. In the event of uncertainty as to how or whether any part of this Policy applies, Workforce Members should seek guidance from a supervisor. 
This Policy covers all Workforce Members. Workforce Member supervisors must ensure their staff understands and adheres to this Policy. All Workforce Members must read and sign the “Artificial Intelligence (AI) Use Policy Acknowledgement and Consent” (found in Exhibit E).
This Policy does not specify guidance concerning: (Modify this section as appropriate or if there are any separate policies governing the below topics, it is suggested to reference any such separate policy): 

	Facial Recognition Technology
	AI Decisionmaking for Employment and other Substantive Purposes

	Unmanned Aerial Vehicles (UAV) "Drones"
	Social Media Scraping

	Surveillance Systems with AI Capability
	AI Considerations Concerning Workplace Conduct (AI Video, Pictures, Texts, etc.)

	Autonomous Vehicles
	AI Assistant




(Insert Public Employer Name) may have separate policies governing these other tools that use AI technology (“Related Policies”), and such Related Policies shall be read in conjunction with and incorporated by reference into this Policy.

All Workforce Members also must read, understand, and fulfill their respective obligations under the Related Policies to the extent they apply to them.

III. [bookmark: definitions]Definitions

Unless they are defined elsewhere in this Policy, capitalized terms shall have the meaning set forth below:

1. AI Tools: Any machine-based software or application that uses an algorithm or other technology to enable computers and/or machines to simulate human learning, comprehension, problem solving, decision making, creativity, and autonomy. The definition of “AI Tools” includes “Gen AI Tools” (as defined below).

2. AI Tool Output: The information, data, or content generated by an AI Tool based on input submitted through the AI Tool.

3. Approved AI Tools: The list of AI Tools approved for Workforce Members’ use by (Insert Public Employer Name) as enumerated in Exhibit A.

4. Gen AI Tools: The class of AI Tools that use large language models trained on the structure and characteristics of input data to generate synthetic content such as text, images, video, audio, and other content based on such input data. An example of a Gen AI Tool is OpenAI’s ChatGPT-4. 

5. Internal Technology: Hardware and software provided to Workforce Members by the (Insert Public Employer Name) including, but not limited to, mobile devices, smartphones, tablets, computers, laptops, and/or cell phones.

6. Personal Information: Any information or data that, alone or in combination with other information, is reasonably capable of identifying or being associated with a natural person. Personal Information includes, but is not limited to, any person's name, date of birth, social security number, other unique number identifiers, home or work address, next of kin, other associate's names, phone number, or any picture, image, or video of a person. 

7. Permitted Purpose: The permitted uses or applications of Approved AI Tools and/or AI Tool Output that may be used by Workforce Members in the context of their relationship with (Insert Public Employer Name), as set forth in Exhibit A.

8. Prohibited Purpose: Any use or application of AI Tools and/or AI Tool Output as a source of input into Internal Technology, or for the purposes of receiving, storing, or transmitting any data in connection with Internal Technology, or to receive or utilize output from Internal Technology, by a Workforce Member which has not received explicit approval of (Insert Public Employer Name) or, if performed, would constitute a material violation of this Policy and may result in disciplinary action up to and including termination. A non-exclusive list of certain Prohibited Purposes is set forth in Exhibit C.

9. Restricted Data: The categories of information, data, or materials that may not serve as input or be transmitted through AI Tools for any purpose (including training purposes), as set forth in Exhibit B.

10. Sensitive Information: Any confidential or proprietary information, data, or material maintained by (Insert Public Employer Name) that has not otherwise been expressly declared as public information. The protection of such Sensitive Information is critical because unauthorized access, disclosure, or misuse can lead to significant privacy violations, legal penalties, financial loss, or damage to an individual's or organization's reputation.
IV. [bookmark: role]Roles & Responsibilities

Several roles within the organization are responsible for enforcing this Policy:

1. [bookmark: _9kR3WTr5B845EeSvqiz]The (Public Employer’s governing authority or its designee) (“Policy Owner”) is responsible for: (a) implementing, maintaining, and ensuring compliance with this Policy and (b) conducting any review to assess the potential risks of AI Tools. The Policy Owner may delegate certain responsibilities to one or more designees, as appropriate. For purposes of this Policy, references to Policy Owner herein shall also refer to the Policy Owner’s designee. If a different department or Workforce Member role is responsible for a certain responsibility, it shall be noted in this Policy.

2. (Insert Public Employer Name) departments and their Workforce Members are responsible for following this Policy and any Related Policies, including any updates. All Workforce Members must also read, understand, and fulfill their respective obligations under these Related Policies to the extent they apply to them. Workforce Members may contact the Policy Owner using the following contact details: [INSERT LINK TO APPROPRIATE CONTACT DETAILS].  [It may be helpful to add a link taking Workforce Members to the Policy Owner’s contact details. That way if the Policy Owner changes, you only need to update the information in the referenced link instead of amending the Policy.  Alternatively, the Policy Owner’s contact details could simply be provided here.]

3. (Municipal solicitor or other counsel designated by the governing authority) is responsible for advising on any legal or compliance issues or risks associated with AI usage by or an behalf of (Insert Public Employer Name).

V. [bookmark: law]Applicable Laws and Contractual Considerations

Workforce Members must be aware of and comply with applicable international, federal, state, and local laws and regulations that may apply to the use of AI Tools or AI Tool Output (collectively, “Applicable Laws”). The specific Applicable Laws may vary based on the type of AI Tool used, the information transmitted through the AI Tool, the purpose for using the AI Tool or AI Tool Output, and/or the type of AI Tool Output. Such Applicable Laws may include but are not limited to data protection, intellectual property, employment, worker safety, and/or product liability laws that may apply to the use of AI Tools.

Workforce Members also need to consider any contractual restrictions on transmitting Sensitive Information or Personal Information into or through AI Tools, or using AI Tools when performing work on behalf of any third-party person or entity. Workforce Members must also adhere to AI Tool restrictions enumerated in disclosures (e.g., in privacy policies or government filings) made by (Insert Public Employer Name) before using AI Tools or AI Tool Output. 

Workforce Members should consult with the (Public Employer solicitor or other counsel designated by the governing authority) and/or the Policy Owner for further guidance if they are unclear on AI Tool restrictions before using or transmitting information through AI Tools. 
 
VI. [bookmark: rules]Rules Governing the Use of AI Tools

Workforce Members shall: 

1. Use only Approved AI Tools specifically authorized by the (Insert Public Employer Name) Information Technology (IT) Department and listed in Exhibit A in the context of their employment or engagement with (Insert Public Employer Name); 

(Insert agency-specific authorized AI Tools here. It is likely that some software applications currently installed on agency hardware systems contain Gen AI or other AI capabilities. The AI Workgroup should identify such systems. The AI Workgroup might also suggest to the public entity leader that certain positions, tasks, or those assigned specific capacities are not authorized to use Gen AI or certain other kinds of AI.)

2. [bookmark: _9kMHG5YVt8IE67DO]Use Approved AI Tools and/or AI Tool Output only for a Permitted Purpose reflected in Exhibit A in accordance with Applicable Laws, this Policy, and Related Policies; and

3. Adhere to the special rules governing the use of Approved Gen AI Tools in Exhibit D when using Approved Gen AI Tools. 

Workforce Members shall NOT:

1. Input or transmit any Restricted Data as described in Exhibit B into AI Tools;

2. Use versions of AI Tools that are not licensed or otherwise provided by the (Insert Public Employer Name) IT Department; or 

3. [bookmark: _9kR3WTr6GC45DQ]Use AI Tools for any Prohibited Purpose as reflected in Exhibit C in the context of their employment or engagement with (Insert Public Employer Name) unless the Workforce Member has obtained the prior written approval of the Policy Owner and senior management. 

VII. [bookmark: protect]Protecting Data

Workforce Members utilizing AI Tools shall:

1. Only use Approved AI Tools on a (Insert Public Employer Name) provided and approved device.

2. Ensure that only the most necessary data is used in Approved AI Tools and that no Sensitive Information or Personal Information of any kind, as defined in this Policy, is entered or utilized in any fashion with any AI Tools.   

3. Assume that all use of AI Tools and AI Tool Output are subject to relevant public records requests and must adhere to applicable data retention requirements where appropriate.

VIII. [bookmark: report]Reporting Obligation

Any Workforce Member learning of any AI Tool Output or any use of AI Tools that may be considered as discriminatory, having a disparate impact, resulting in bias, or in violation of this Policy must report such to their immediate supervisor.

IX. [bookmark: train]Required Training

A training program has been developed and must be completed by all Workforce Members [upon new hire onboarding as well as on an annual basis]. (Implementing a minimal training program for employees to understand this Policy is strongly encouraged). Failure to complete such training within the required deadlines may result in disciplinary action. Any Workforce Member who is unsure of the requirements associated with the use of AI Tools or has questions concerning any AI Tool or application should consult with their immediate supervisor. 

X. [bookmark: consequence]Consequences of Breaching this Policy

All Workforce Members must adhere to this Policy. Any use of unapproved AI Tools, misuse of Approved AI Tools or AI Tool Output, and/or transmission of Restricted Data through AI Tools is a material breach of this Policy that will be investigated and addressed under the disciplinary policies of (Insert Public Employer Name). Violators of this Policy may have disciplinary action taken against them including suspension of Approved AI Tools, termination of employment, and/or potential civil and/or criminal liability. Information pertaining to such misconduct may be handed to governmental bodies or law enforcement authorities in connection with a criminal investigation. All Workforce Members are responsible for promptly reporting any known or suspected violations of this Policy to the Policy Owner and/or their direct supervisor(s).

XI. [bookmark: comply]Compliance and Exceptions

1. (Insert Public Employer Name) reserves the right to amend or update this Policy as it deems appropriate. When necessary, the Policy Owner will periodically review and/or revise this Policy in response to environmental, legal, or operational changes affecting the use of AI Tools. The Policy Owner shall ensure that any changes made to this Policy, and all related information are properly documented in writing. The Policy Owner shall ensure that all documentation related to this Policy is available to all applicable Workforce Members responsible for these procedures. Workforce Members will be notified of any significant changes to this Policy and are expected to adhere to the updated guidelines. For the avoidance of doubt, (Insert Public Employer Name) reserves the right to amend or change this Policy at any time without notice, and all Workforce Members shall be responsible for complying with the most recent version of this Policy. 

2. Any exceptions to this Policy must be preapproved in writing by the Policy Owner and/or their direct supervisor(s).

3. As stated above, any violation of this Policy is subject to disciplinary action up to and including termination. Violations made by a third party while operating an AI Tool on behalf of the (Insert Public Employer Name) may result in a breach of contract and/or pursuit of damages. Infractions that violate Applicable Laws may be remanded to the proper authorities.
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[bookmark: A]EXHIBIT A
[bookmark: _Hlk195781701][bookmark: APPROVEDAI]LIST OF APPROVED AI TOOLS 
This list of AI Tools (including Approved Gen AI Tools) may be used by Workforce Members for the below described Permitted Purpose(s) in the performance of their job functions in accordance with the conditions imposed under this Policy.  
Approved Gen AI Tools

	Name 
	Permitted Purpose(s)

	
	



Approved Other AI Tools

	Name 
	Permitted Purpose(s)

	
	






[bookmark: B]EXHIBIT B
[bookmark: _Hlk195781720][bookmark: RESTRICTEDDATA]RESTRICTED DATA
The following data types listed below shall not be transmitted through AI Tools without the prior approval of the Policy Owner or senior management. 							

Glossary [THE TYPES OF RESTRICTED DATA IDENTIFIED HERE CAN BE MODIFIED AS APPROPRIATE]
1. “Confidential Information” – Any information or material that is defined as “confidential” or “proprietary” in applicable contracts, that is deemed confidential or privileged under Applicable Laws pertaining to (Insert Public Employer Name), or that, from all relevant circumstances, reasonably should be assumed to be confidential and/or proprietary. 
2. “IP Protected Content” – Third-party proprietary information, content, materials, or other subject matter that is protectable under applicable intellectual property laws.
3. “Personal Information” – Please see the definition of Personal Information in the Policy.
4. “Protected Health Information (PHI)” – A subset of Sensitive Personal Information that is protected under the Health Insurance Portability and Accountability Act (HIPAA). PHI is defined as: information that is (i) is created, received, or maintained by or on behalf of an entity that is subject to HIPAA; (ii) identifies an individual (or has components that reasonably could be used to identify the individual); (iii) relates to a past, present, or future physical or mental health condition, or the provision of, or payment for, health care; and (iv) is transmitted in any form or medium (paper, electronic, and verbal communications).
5. “Sensitive Information” – Please see the definition of Sensitive Information in the Policy. For the avoidance of doubt, Sensitive Information includes Confidential Information, IP Protected Content, and Personal Information.
Approved Gen AI Tools

	Name 
	Restricted Data Inputs

	
	



Other Approved AI Tools 

	Name 
	Restricted Data Inputs

	
	




[bookmark: C]EXHIBIT C

[bookmark: _Hlk195781737][bookmark: PROHIBITED]AI TOOL PROHIBITED PURPOSES

Workforce Members may not use AI Tools for the enumerated purposes below.  

Prohibited Purposes for Approved Gen AI Tools

	Name 
	Prohibited Purposes

	
	



Prohibited Purposes for other Approved AI Tools

	Name 
	Prohibited Purposes

	
	




General Prohibited Purposes

Workforce Members may not use any AI Tool for the following “General Prohibited Purposes”:

1. Using AI Tools in violation of any applicable federal, state, local, or international law, ordinance, or regulation, including but not limited to laws governing the privacy or protection of Personal Information or the protection of a third party’s intellectual property rights;

2. [bookmark: _9kR3WTr67346B]Transmitting through AI Tools the Personal Information of children under the age of [13/16/18 years old] without proper disclosures and/or consent when such disclosure and/or consent is required under Applicable Laws, or using children’s Personal Information in AI Tools for purposes not contemplated under such disclosures and/or consent;

3. Using AI Tools to:

(a) exploit, harm, or attempt to exploit or harm, children under the age of [13/16/18 years old] in any way including but not limited to creating, distributing or promoting child sexual abuse materials or otherwise using AI Tools to facilitate child abuse;

(b) engage in, promote, or facilitate human trafficking or sexual solicitation, exploitation, or violence; 

(c) attempt to impersonate another person or distribute or promote misinformation or disinformation, including the distribution of “deep fakes”;

(d) represent or mislead other individuals to believe that the AI Tool Output (including chat conversations created by AI Tools) are created by humans;

(e) engage in or facilitate in harassment, discrimination, violence, terrorism, abuse, bullying, threats, intimidation, or hateful behavior, content, or speech; 

(f) [bookmark: _9kMHG5YVt89568D]materially distort an individual’s or group’s behavior by impairing their ability to make an informed decision in a way that causes or is reasonably likely to cause significant harm; 

(g) exploit the vulnerabilities of individuals or groups (e.g., vulnerabilities based on age, disability, or a specific social or economic situation) in a manner that causes or is reasonably likely to cause significant harm to such individual or group;

(h) discriminate against, or unlawfully treat differentially or unfavorably, any individual or group in the provision or denial of education, employment, employment benefits, credit, healthcare, housing, insurance, other economic benefits, or other essential goods and services on the basis of age, color, disability, ethnicity, genetic information, language, national origin, race, religion, reproductive health, sex, veteran status, or other classification protected by applicable laws or regulations;

(i) create a social scoring system based on social behavior or known, inferred, or predicted personality characteristics that cause detrimental or unfavorable treatment to particular individuals or groups;

(j) plagiarize another individual’s work and/or infringe on any patent, trademark, trade secret, copyright, or other intellectual property or other similar rights of any individual or legal person (including rights of publicity); 

(k) compromise or violate the privacy rights of any individual, including by: (i) transmitting Personal Information through AI Tools in violation of Applicable Laws and/or published disclosures and/or (ii) conducting unlawful monitoring, tracking, or surveillance of individuals;

(l) use AI Tools in violation of any collective bargaining agreements or workplace safety regulations; 

(m) [bookmark: _9kR3WTr67346A][bookmark: _9kMHG5YVt89568C]distribute “spam” or other related unwanted content or otherwise use AI Tools to annoy or interfere with the work functions of other Workforce Members;

(n) disrupt or interfere with critical infrastructure applications, or services, such as electrical, water, gas, and nuclear systems and facilities, road and air traffic control systems, emergency services, and telecommunications;

(o) attempt to or successfully gain unauthorized access to, interfere with, damage, or disrupt any parts of the AI Tools or any connected or related computer, software, hardware, device, data, database, system, or network (collectively, the “Related Systems”);

(p) attempt to or successfully violate or facilitate a violation of the security, integrity, or availability of the AI Tools or any Related System; 

(q) intentionally or knowingly introduce or distribute into AI Tools or use the AI Tools to introduce or distribute any viruses, trojan horses, backdoors, malware, worms, logic bombs, malicious code, or other software, device, technology, or material that is malicious or technologically harmful; or 

(r) circumvent or interfere with features, functionality, filters, or safeguards of the AI Tools that are intended to ensure compliance with Applicable Laws, this Policy, and Related Policies. 	

4. Without the approval of the Policy Owner and senior management, using AI Tools to:

(a) develop, operate, or distribute weapons, explosives, or any dangerous, illegal, regulated, or controlled substances, products, or materials;

(b) engage in or facilitate political campaigning or lobbying (including political materials or advertisements) (in no event may a Workforce Member use AI Tools to attempt to or successfully disrupt or interfere with any election process);

(c) assess the probability of an individual to commit a future crime or re-offend;

(d) engage in the practice of scraping biometric or other sensitive Personal Information (race, religion, sexual orientation, political beliefs, precise geolocation, national origin, and immigration status, etc.) from the Internet;

(e) create emotion recognition systems in the workplace or educational institutions (except for medical or safety reasons);

(f) categorize or infer sensitive characteristics (e.g., race, political opinions, religion, or sexual orientation, etc.) about individuals or groups based on biometric data or infer sensitive characteristics about them; 

(g) engage in real-time, remote biometric identification of individuals in publicly accessible spaces;

(h) use AI Tools to create profiles about an individual which the AI Tool then uses to substantially assist in automated decisions about an individual or group of individuals that creates legal or similarly significant effects on the individual or group; or

(i) generate or provide legal, financial, health, medical, tax, or other professional advice, decisions, or recommendations. 


[bookmark: generative][bookmark: D]EXHIBIT D
GENERATIVE AI TOOL RULES 
All Workforce Members must adhere to the rules below when using Gen AI Tools. 
When using Gen AI Tools, all Workforce Members must:
(a) fully review and verify the accuracy of any AI Tool Output generated by Gen AI Tools before using or disclosing AI Tool Output, including checking any facts and/or sources relied upon by the Gen AI Tool when creating the AI Tool Output;
(b) ensure that any such AI Tool Output does not contain biased, offensive, or discriminatory content or any disinformation or misinformation;
(c) ensure that AI Tool Output does not contain any information or material protected under applicable intellectual property laws, unless appropriate licenses are obtained and acknowledgements are made;
(d) ensure that information transmitted through the Gen AI Tool and any AI Tool Output does not improperly contain Personal Information or Confidential Information;
(e) document and save all prompts, queries, or discussions used to generate AI Tool Output from Gen AI Tools;
(f) label any AI Tool Output as being generated by a Gen AI Tool and include the following information: (i) Gen AI Tool name, version, and type, (ii) how the Gen AI Tool was used, and (iii) who reviewed (and edited) the AI Tool Output;
(g) ensure that any public disclosures (e.g., privacy policies and/or government filings) disclose the use of Gen AI Tools, if applicable; 
(h) disclose the use of a Gen AI Tool in any decisions made using a Gen AI Tool; and 
(i) disclose to the other party the fact that communications or chats are generated by Gen AI Tools before starting the communication with the other party.  
[bookmark: _9kR3WTr5DA467]Workforce Members understand and agree that Gen AI Tools are merely a tool to facilitate, but not replace, the Workforce Member’s job duties. Gen AI Tools are not foolproof and may “hallucinate” and/or generate inaccurate AI Tool Output. The Workforce Member is ultimately responsible for any AI Tool Output they generate using a Gen AI Tool and must review and verify the accuracy of all AI Tool Output before sharing it with any third parties. 
Workforce Members understand that information disclosed to Gen AI Tools and found in AI Tool Output may create a public record subject to state public records request laws or a local retention policy.

[bookmark: E]EXHIBIT E
[bookmark: _Hlk195781772][bookmark: consent]POLICY ACKNOWLEDGEMENT AND CONSENT
I, the undersigned, acknowledge that: 									
0. I have received and read version [x] of the (Insert Public Employer Name) Gen AI Use Policy (“Policy”); 
0. I understand and agree to comply with my obligations under this Policy;
0. I understand that this Policy may change at any time, and it is my responsibility to keep appraised of any Policy changes;  
0. I understand and agree that (Insert Public Employer Name) may monitor and/or audit my use of AI Tools (including any prompts or inquiries I may make to the AI Tool, any data I input into the AI Tool, and any AI Tool Output generated from my use of the AI Tool) to ensure compliance with this Policy and Related Policies; 
0. I agree to immediately notify the Policy Owner and/or my supervisor of any actual or suspected breach of this Policy;
0. I understand that failure to comply with this Policy may result in disciplinary action, and in certain cases, may lead to civil and/or criminal liability; and
0. I understand that this Policy is not intended to restrict communications or actions protected or required by state or federal law. 
A signed copy of this Acknowledgement and Consent will be placed in the Workforce Member’s Human Resources personnel file.
	
	 
________________________
Signature
________________________
Printed Name
________________________
Date








Page 2 of 2

